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**Introduction**

The rising cost of healthcare in the United States has the potential to stall the economy as well as threaten national security (due to need to balance the budget by making cuts elsewhere). “Rising health-care costs stall Americans’ dreams of buying homes, building families and saving for retirement.” (Leonhardt, 2019). This project will look at demographic and clinical variables commonly collected on hospital admissions and determine their effectiveness in predicting hospital readmissions.

**Background**

Inadequate social resources and suboptimal care transitions, especially in the form of poor or misunderstood discharge instructions, have been implicated for years as possible causes of readmission to the hospital within 30 days. Readmissions to the hospital also cause capacity challenges that can force medical centers to expand the number of beds (at great cost to the facility) (Hospital, n.d.).

**Problem Statement**

The need for repeated episodes of hospital care disrupts the patient's life, costs the healthcare industry billions of dollars each year, places demand on hospital bed capacity, and threatens the viability of hospitals with high readmission rates in the form of Medicare linking payment to the quality of hospital care.

Through analysis of the features associated with hospital readmissions, our goal is to determine which factors correlate strongly with hospital readmissions and create a logistic regression model which can accurately predict whether a patient will be readmitted based on those features.

**Scope**

This project will review hospitalizations and readmissions within the United States only. For the purposes of this project, a readmission will be defined as an unplanned admission to an acute care facility within 30 days of a prior admission.

**Preliminary Requirements**

A hospital readmission dataset that includes sufficient variables or features is needed to proceed. Presence of both demographic and clinical variables is preferred, and a standardized process for hospital collecting and reporting of the data needs to be in place. We will assume that the dataset has been collected in the most methodical and comprehensive manner as possible because a missing entry in either the index hospitalization information, which may come from another data source, or the readmission itself would cause a true readmission to not show up in our data set.

**Technical Approach**

**Data sources or plan for data**

The [diabetes dataset](https://archive.ics.uci.edu/ml/machine-learning-databases/00296/) from the UCI Machine Learning Databases repository will be used. This dataset is comprised of 10 years of care at 130 US hospitals and integrated delivery networks between 1999 and 2008 (Beata, 2014). Over 50 features are present representing patient and hospital outcomes including, but not limited to, age, gender, race, admission type, discharge type, time in hospital, and whether the patient was readmitted or not. Records are indexed by unique encounter id and patients are indexed by a unique patient id. Encounters that are present in the dataset satisfied several criteria. First, the encounter had to be a hospital admission. Second, the encounter needed to have diabetes included in the diagnosis. Third, the length of stay had to be between one and 14 days. Finally, lab tests and medications had to have been given during the encounter. In all, over 100,000 records are included in the dataset. The target variable, which tracks whether the patient was readmitted, is a categorical variable including the values of no, greater than 30 days, or less than 30 days. Considering the last two variables as yes would make the target variable binary.

**Analysis**

Working through the dataset we will look for possible patterns for those patients that were re-admitted within the 30-day timeframe. We intend to look at age, gender, race, diagnosis type, and all the different types of medication to check for any possible relationships. We will need to put together tests that will look at each value and help us determine whether there is a relationship at a sample level, and if that passes, we can move forward to working with the larger data.

**Requirement Development**

The primary requirements for development of our classification model that predicts readmission is a dataset containing our target variable and possible predictor variables. From this we will obtain the features we believe will best train our model and predict our target variable. The variables in the original dataset will need to be evaluated for outliers, missing data, and correlation. Outliers will need to be handled as to not affect our model in unexpected ways. Missing data will need to be examined to see if there is too much missing data in a variable to have it be useful in predicting the target variable. Correlation between the variables and the target variable will be used to determine the best candidates for model features. Finally, candidate features will need to be cleaned in a way that makes them usable as inputs to the applicable model we will be fitting.

**Model Deployment, Testing, and Evaluation**

Since this is classification problem, model selection will be based on such. First, the data will be randomly split into three sets: training, testing, and validation. The training set will be used to train the models, the testing data set will be used to test the performance of the models, and the validation data set will be used to do a final test on the models after tuning model hyperparameters. Models applicable to classification problems that will be explored are K-nearest neighbors, logistic regression, Naïve Bayes, Decision tree, and Random forest.

Evaluation of the models will be completed by calculating key performance indicators such as accuracy, precision, recall, and f1 score from a confusion matrix. Since failing to predict a hospital readmission, or a type 2 error, is much worse for the hospital, insurance company, and patient than predicting a hospital readmission when there wouldn’t have been one, we will be focused on tuning our model to reduce type 2 errors specifically. This means we will be focusing on obtaining a model with high recall. Furthermore, since the prevalence of hospital readmission is much lower than not being readmitted in our dataset, we won’t have as much of an issue where our model could always predict one outcome and have positive results. If our model always predicted the most common outcome, not being readmitted, our accuracy would be high, but our focus of type 2 errors would also be high, and our recall would be 0.

Once our preliminary models have been evaluated, we will begin tuning our model hyperparameters in applicable models. For example, in our decision tree models, we can tune the hyper parameters to specify how deep we want to go in our tree. Then, for K-nearest neighbors, we can adjust the number of nearest neighbors to use to calculate probability for a given record’s result. We can continue to tune these parameters for each model until we have optimal results. Finally, once the models are tuned to the best of our ability, we can test generalization of the models with the validation dataset. This step will be critical to ensure our model is not overfit to the test set.

**Expected Results**

Hospital readmissions within 30 days occur 11.16% of the time in the dataset we have obtained. That means, a model that simply predicts the most common outcome, that the patient will not be readmitted within 30 days, would be 89% accurate. However, that would give us 0% recall which would not improve upon the business problem. On the other hand, if we were to always mark a record that the patient would be readmitted, we would have 100% recall, but only 11.16% accuracy, which also wouldn’t be optimal or useful since the hospital cannot keep patients indefinitely. Finally, if we were to randomly select a patient to be readmitted, we would catch half of the patients that were to be readmitted. In other words, our model would have 50% recall. This model would also have 50% accuracy. Therefore, we would want results that had at least 50% recall while improving on the accuracy of 50%. Otherwise, it would be no better than simply picking a result at random.

**Execution and Management of Project**

**Project Plan**

Currently, we are in the late second, early third week of the term. We have found our main dataset and will start working with it by loading it into Python and then working to clean it up by looking for outliers, duplicates, missing information, and performing simple visualizations to identify potential patterns. These initial steps of cleaning the data may be able to split up between the three group members using a primary key in the dataset, encounter\_id, which is a unique identifier for each record. While one person is examining one group of variables, another person can be working on a separate group. If any records are deleted in one of the group members datasets, as a means to handle outliers for example, we would be able to keep the datasets in sync by bringing the datasets back together and merging on the common primary key.

Once the datasets are merged, decisions on the feature variables to be used in the modeling step can be made by examining correlations between the potential feature variables and the target variable. When the features are selected, we can create a new feature dataset that can be split up between train, test, and validation. These three data sets can then be copied so each of the three team members can work on model training and tuning separately. Finally, the results of all the models on the validation dataset, which was not used to tune the model, can be combined and compared. It is from this comparison that we can choose the optimal model for the business case.

Communication will be completed in the team Slack group chat. Word documents will be worked on collaboratively in a shared drive. R and Python code files and notebooks will be worked on separately and transferred by either email, Slack, or Blackboard. If needed, we will explore using a Github repository for the sharing and merging of code. Each week we will discuss the tasks for upcoming Milestones and divide up the work appropriately through our discussions on Slack.

**Project Risk**

One of the biggest risks with this project is that we either find no variable combination meets our threshold or too many variable combinations exceed it. The threshold can be adjusted lower if the data does not indicate a clear combination, but if too many meet, we may have to raise it or re-check the data.

A second potential risk is that the social determinants of health may not be the same between two people who look the same on paper. For example, a black man living in an urban setting and a black man living in a rural setting might look the same on paper, but the differentiating factors between the two, or the social determinants of health, are actually *income and* *educational level*, not race. So, their risk for readmission would not necessarily be the same. Therefore, if race is used as a feature variable, it may just be a proxy variable for the true predictors of our target variable. In other words, if we are using proxy variables, we risk our models being less than optimal.
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